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Abstract ICON-A is the new icosahedral nonhydrostatic (ICON) atmospheric general circulation model in
a configuration using the Max Planck Institute physics package, which originates from the ECHAM6
general circulation model, and has been adapted to account for the changed dynamical core framework.
The coupling scheme between dynamics and physics employs a sequential updating by dynamics and
physics, and a fixed sequence of the physical processes similar to ECHAM6. To allow a meaningful initial
comparison between ICON-A and the established ECHAM6-LR model, a setup with similar, low resolution
in terms of number of grid points and levels is chosen. The ICON-A model is tuned on the base of the
Atmospheric Model Intercomparison Project (AMIP) experiment aiming primarily at a well balanced top-of
atmosphere energy budget to make the model suitable for coupled climate and Earth system modeling.
The tuning addresses first the moisture and cloud distribution to achieve the top-of-atmosphere
energy balance, followed by the tuning of the parameterized dynamic drag aiming at reduced wind
errors in the troposphere. The resulting version of ICON-A has overall biases, which are comparable to
those of ECHAM6. Problematic specific biases remain in the vertical distribution of clouds and in the
stratospheric circulation, where the winter vortices are too weak. Biases in precipitable water and
tropospheric temperature are, however, reduced compared to the ECHAM6. ICON-A will serve as the basis
of further development and as the atmosphere component to the coupled model, ICON-Earth system
model (ESM).

Plain Language Summary ICON-A is a new atmospheric model as needed for research on the
general circulation of the atmosphere, or as atmospheric component in an Earth system model, as used in
climate research. This article describes the construction of the atmospheric model, in particular how two
major parts are coupled to each other: “dynamics” and “physics.” Dynamics is the part that solves the
equations for the atmospheric motion, temperature, density, and concentrations of water vapor, cloud water,
and cloud ice. Physics is the part that computes the changes in these fields related to processes like radiation,
cloud condensation, or turbulence. These physical changes depend on the state of the atmosphere as
computed by the dynamics, and the changes computed by physics force change in the dynamics. The article
documents the details of this construction. Further, the article describes how the physics is tuned to obtain a
good representation of the general circulation of the period 1979 to 1988 in comparison to observations.
A more detailed evaluation of such simulations is presented in a companion article by Crueger et al.
(2018, https://doi.org/10.1029/2017MS001233).

1. Introduction

The ICON atmosphere general circulation model ICON-A is developed within the ICON modeling system for
global atmosphere-only or coupled Earth system simulations. Through this development the advantages
of the ICON modeling system shall be exploited in climate simulations, including (i) the option for very high
resolution, based on the nonhydrostatic dynamics; (ii) the tracer mass conservation of the transport scheme;
and (iii) the scalability allowing to exploit large computing systems. As a first step the ICON-A model is
developed in a setup that makes it comparable to the established ECHAM6 atmosphere model in low-
resolution (LR) configuration.
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To this aim, the decision was taken to transfer the entire physics package of the ECHAM6 model to the ICON
model, thus to aim at a model with similar forcing characteristics as known from the ECHAM6 model. This
transfer requires the replacement of the dynamics-physics coupling interface to account for the differences
between ECHAM and ICON in the equations (hydrostatic versus nonhydrostatic), the spatial discretization
(spectral + Gauss grid versus icosahedral c-grid), the vertical coordinate system (pressure based versus height
based), and the time stepping scheme (3 time level leapfrog versus 2 time level explicit). Further, differences
in the model infrastructure, for instance, in the memory organization, had to be considered. The formulation
of the physics was changed only in a few points, as described later.

Theoretically, it is clear that the transfer of the complete physics package from the ECHAM6 model, within
which the physics has been developed, to the new ICON model is feasible. Practically, however, details of
the implementations can be quite intricate and nontrivial to resolve. It is neither clear that the physics has
been implemented entirely correctly in the old model, nor can we know whether the implementation in
the new model is entirely correct. Therefore, this work aims at a comparison of both models on the basis
of a meaningful experiment, the Atmospheric Model Intercomparison Project (AMIP) experiment (Gates,
1992; Taylor et al., 2000).

The preparation of the new ICON-Amodel also includes tuning of physical parameterizations, which is started
from the original ECHAM6.3 setup. The tuning required a small number of changes only, so that we assume
that the physics in ECHAM and ICON work in a very similar way, as originally intended. This development pro-
vides a base for future climate or Earth system simulations in the ICON Earth system model (ICON-ESM) at
possibly much higher resolution.

The ICON-A model configuration differs from other configurations aiming at short and highly resolved global
numerical weather prediction (Zängl et al., 2015), regional large eddy resolving simulations (Heinze et al.,
2017), or highly idealized simulations (Dipankar et al., 2015; Silvers et al., 2016) in the parameterized forcing
of the physical processes and in the coupling between the dynamics and the physics, which are documented
in the following. The ICON-A model is developed on the basis of the AMIP experiment (Gates, 1992; Taylor
et al., 2000) and tuned for a grid resolution of ~160 km and 47 layers resolving the atmosphere up to
80 km height. This configuration is chosen to allow a direct comparison to the similarly resolved ECHAM6-
LR model (Stevens et al., 2013). The focus of this article is on the documentation of this configuration of
ICON-A and the tuning process, while the companion article by Crueger et al. (2018) presents a quantitative
evaluation of the climate mean state and variability of the ICON AMIP simulation, including a comparison to
ECHAM6 AMIP simulations and to higher resolution setups.

In the following, the experimental details of the AMIP experiment are described in section 2. The dynamics
physics coupling scheme is presented in section 3, followed by the description of the physics package in
section 4. Section 5 describes the model tuning for the AMIP experiment, followed by the conclusions in
section 6.

2. Setup of the AMIP Experiment

The AMIP experiment aims at reproducing the atmospheric climate of the past few decades, from 1979 to
near present, for given transient ocean surface conditions, atmospheric composition, and solar irradiance.
For the development and tuning of ICON-A, however, only the initial decade (1979 to 1988) is used. This suf-
fices for the development process because of the generally short time scales of the atmospheric processes.
The accompanying study by Crueger et al. (2018), however, evaluates the 30-year period 1979 to 2008, so that
only one third of the years of their AMIP simulations is directly associated with the tuning process. The hor-
izontal and vertical grids used for the model setup, the external data for the AMIP forcing, and the initial data
are documented in the following.

2.1. Horizontal Grid

The horizontal grid is derived from a spherical icosahedron by repeated subdivision of the spherical triangular
cells into smaller cells (Wan et al., 2013). The initial root refinement step divides each edge into n equal sec-
tions and results in n2 spherical triangles in each icosahedral spherical triangle. These triangles are, however,
no longer equilateral, because the new vertices are shared by six cells unlike the vertices of the icosahedron,
which are shared by five triangles. For the following refinement steps only bisections of the edges are used,
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resulting in four spherical triangles in each original cell. Combining the initial root (R) division in n sections
with m bisection (B) steps thus results in a so-called RnBm grid with nc = 20 · n2 · 4m cells, ne = 3/2 · nc
edges, and nv = nc/2 + 2 vertices. The mean area of the cells is a = 4 · π · r2/nc, where r is the radius of the
sphere. The nominal mean resolution of an RnBm grid can then be defined as Δx = SQRT (a) = r/n/
2m · SQRT (π/5).

The icosahedron is oriented such that two opposite vertices of the icosahedron coincide with the North and
South Pole and its northern five tropical vertices are located at longitudes 0°E + k · 72° longitude (k = 0 to 4)
and 26.6°N, while the southern ones are located at longitudes 36°E + k · 72° and 26.6°S. In this configuration
the triangles are arranged in nr = 3 · n · 2m rows around the N-S axis with a constant number of ntrt = 10 · n · 2m

triangular cells per row in the area of the ntr = n · 2m tropical rows covered by the tropical triangles of the
north-south oriented spherical icosahedron. Polar rows have a linearly decreasing, odd number of cells per
row with nprt (jr) = 5 · (2 · jr � 1) triangles in row jr, counting from the adjacent North or South Pole. Note that
the smallest periodic unit in the tropical rows consists of a rhombus formed by a pair of triangles. Tropical
rows contain ntrr = 5 · n · 2m of such rhombi. For remapping data from an icosahedral RnBm grid to a regular
latitude longitude grid, a grid of nr latitudes and ntrr longitudes therefore is an economic natural choice, for
instance, for computing zonal mean statistics, unless oversampling is needed.

The position of the vertices within the icosahedral triangles is optimized using the spring method of Tomita
et al. (2001) with the spring coefficient β = 0.9 at each refinement step, which is helpful in making the trian-
gular cells on average more uniform in shape.

Table 1 presents the characteristics for the spherical icosahedron and the derived R2 grid family up to a reso-
lution of 1.23 km, for an Earth radius r = rE = 6,371.229 km. In this work, however, only the R2B4 grid with
20,480 cells and a mean resolution of 158 km is used, which we consider the coarsest resolution that captures
the baroclinic waves and related eddy fluxes with acceptable errors, as observed in simplified Held-Suarez
experiments (Wan et al., 2013). In the companion article by Crueger et al. (2018), also, the R2B6 grid with a
mean resolution of 40 km is used. The highest tabulated resolution should allow for deep convection resol-
ving simulations, albeit at very high computational costs.

The numbers of cells and rows of the R2B4 grid, and also its mean grid resolutions are similar to the numbers
of spectral transform points and latitudes of the Gaussian grid used in ECHAM6-LR (Stevens et al., 2013), with
96 latitudes and 192 longitudes yielding 18,432 points.

2.2. Vertical Grid

The vertical grid of ICON is a terrain following hybrid sigma height grid following Leuenberger et al. (2010).
This grid consists of nh half levels, including the surface and the model top level, and nf = nh � 1 full levels
defined in themiddle between half levels. Using a column index jc and downward running index jk, themodel
levels have heights zh (jc, jk) and zf (jc, jk) = (zh (jc, jk) + zh (jc, jk + 1))/2. The topographic adjustment of the model

Table 1
ICON Grids of the Spherical Icosahedron (R1B0) and the R2 Family and Their Characteristic Numbers of Cells nc, Edges ne, Vertices nv, Rows Between North and South Pole
nr, Tropical Row Triangles ntrt, and Tropical Row Rhombi ntrr, and the Mean Cell Area a, and Grid Resolution Δx

R B nc ne nv nr ntrt ntrr a (km2) Δx (km)

1 0 20 30 12 3 10 5 25,505,057.01 5,050.25
2 0 80 120 42 6 20 10 6,376,264.25 2,525.13
2 1 320 480 162 12 40 20 1,594,066.06 1,262.56
2 2 1,280 1,920 642 24 80 40 398,516.52 631.28
2 3 5,120 7,680 2,562 48 160 80 99,629.13 315.64
2 4 20,480 30,720 10,242 96 320 160 24,907.28 157.82
2 5 81,920 122,880 40,962 192 640 320 6,226.82 78.91
2 6 327,680 491,520 163,842 384 1,280 640 1,556.71 39.46
2 7 1,310,720 1,966,080 655,362 768 2,560 1,280 389.18 19.73
2 8 5,242,880 7,864,320 2,621,442 1,536 5,120 2,560 97.29 9.86
2 9 20,971,520 31,457,280 10,485,762 3,072 10,240 5,120 24.32 4.93
2 10 83,886,080 125,829,120 41,943,042 6,144 20,480 10,240 6.08 2.47
2 11 335,544,320 503,316,480 167,772,162 12,288 40,960 20,480 1.52 1.23

10.1029/2017MS001242Journal of Advances in Modeling Earth Systems

GIORGETTA ET AL. 1615

 19422466, 2018, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2017M

S001242 by C
olorado State U

niversity, W
iley O

nline L
ibrary on [16/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



level heights is limited to a maximum height zh,flat. All higher levels up to
the top height zh,top are pure height levels.

The actual grid used here for ICON-A (Figure 1, red) has 48 half levels up to
zh,1 = 83 km, with the topmost full level at zf,1 = 80 km. The lowermost layer
has a thickness of 40 m, independent of the surface height, and the transi-
tion height zh,flat to flat levels is set to 16 km. Between the surface and
16 km height, however, the levels vary in height depending on the height
and spatial variability of the orography (cf. Leuenberger et al., 2010).

Over a flat surface at sea level, where zh,48 = zs = 0, the 47 layers have thick-
nesses Δzf (jc, jk) = zh (jc, jk) � zh (jc, jk + 1) ranging from 40 m in the lower-
most layer to ~0.3 km at 1 km height, ~1 km at 10 km, ~2 km at 30 km,
~3 km at 50 km, and ~6 km in the topmost layer. And the number of full
levels up to 1, 16, and 50 km is 6, 23, and 39, respectively.

In comparison to the 47 level hybrid sigma pressure grid of ECHAM6-LR
(Figure 1, blue), the ICON-A grid is slightly coarser in resolution in the
upper troposphere than the ECHAM6-LR grid. Between ~16 and 32 km
height the resolutions are very similar. Above 32 km, the ICON grid has a
better resolution. Thus, this ICON grid has 16 levels in the stratosphere
(16 km ≤ zf ≤ 50 km) and 8 levels in the mesosphere, while the ECHAM6-
LR grid has 15 levels in the stratosphere and 6 in the mesosphere.

Due to their similarities it is expected that these 47 levels for ICON-A are as
suitable for simulation of the general circulation as the 47-level grid used
for ECHAM6-LR. Also, the limitations are expected to be similar, as, for
instance, the insufficient vertical resolution of tropical waves will inhibit
the simulation of the quasi-biennial oscillation in the equatorial strato-
sphere (Giorgetta et al., 2006; Krismer & Giorgetta, 2014).

2.3. Forcing Data of the AMIP Experiment

The transient forcing follows the recommendations for the CMIP6 version of the AMIP experiment (Eyring
et al., 2016):
2.3.1. Sea Surface Temperature and Sea Ice Concentration

The monthly mean sea surface temperature and sea ice boundary conditions for the AMIP experiment were
obtained from the input4MIPs project (https://esgf-node.llnl.gov/search/input4mips/, 2017–10-05). We use
the preprocessed “boundary condition” data, which aremeant to be used when daily fields are obtained from
linear interpolation in time between given monthly mean values at the midpoints of the adjacent months.
The preprocessing warrants that monthly means computed from the interpolated daily data reproduce the
original monthly mean (Hurrell et al., 2008). The sea surface temperature and sea ice “boundary condition”
data mostly differ from the observed monthly mean data in the vicinity of sea ice edges. It has been shown
that in addition to preserving the observational monthly means, the seasonal cycle and interannual variance
are more accurately represented.
2.3.2. Greenhouse Gases

Annual and global mean mole fractions of CO2, CH4, N2O, CFC11, and CFC12 (Meinshausen et al., 2017) were
obtained also from the input4MIPs project. Specifically, we use the version 1.2.0 data sets.
2.3.3. Ozone

Atmospheric ozone concentrations are prescribed as recommended by Hegglin et al. (Historical and future
ozone database (1850–2100) in support of CMIP6, Geoscientific Model Development, in preparation). Also,
this data set is available from the input4MIPs project. It provides ozone as monthly means in three spatial
dimensions on an approximately 2° × 2.5° latitude-longitude grid with 66 vertical layers from 1,000 to
0.0001 hPa and is based on simulations performed within the framework of the Chemistry-Climate Model
Initiative (CCMI) (Eyring et al., 2013) with the WACCM (Whole Atmosphere Community Climate Model) and
CMAM (Canadian Middle Atmosphere Model) models. We have horizontally interpolated the ozone concen-
trations from the original latitude-longitude grid to the ICON grid using distance weighted interpolation.

Figure 1. Full-level height zf (km) and layer thickness Δz (km) of the vertical
grids of ICON and ECHAM6.3-LR. Both grids have 47 full levels with the
topmost full level at 80 km. For each grid two profiles are shown, the first
starting at sea level (cross symbols) and the second starting at a height of
~5 km (plus symbols). For ECHAM6.3-LR, which uses a hybrid sigma-pressure
grid, half- and full-level heights zh and zf are computed from the original half
and full level pressures ph/f as zh/f = H · ln (p0/ph/f) with a scale height
H = 7 km and p0 = 100,000 Pa. The layer thickness is computed as the dif-
ference of the upper and lower half level height: Δz = zh,upper � zh,lower. In
ECHAM6.3-LR, the pressure ph,top at the top of the model is 0 Pa yielding an
infinite top layer thickness Δz = ∞.
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Figure 2 shows the annual mean total ozone column averaged spatially for
three selected latitude bands for the years 1979 to 2014. Obviously, the
major interannual variation consists in the negative trend of the ozone col-
umn in the southern polar cap region due to the growth of the ozone hole
until the early 1990s. Otherwise, the most prominent feature consists in
the quasi-biennial variability of the annual mean ozone column exposed
mostly in the polar regions.

2.3.4. Aerosol
ICON-A uses prescribed aerosol optical properties from natural and
anthropogenic sources similar to ECHAM6.3. The aerosol optical depth
(AOD), single-scattering albedo, and asymmetry parameter, used in the
radiation transfer calculation, relate to stratospheric aerosol as well as nat-
ural and anthropogenic aerosol in the troposphere. The annual time series

of global mean AOD from the three different sources, and for the spectral band ranging from 442 to 625 nm
(approximately centered at 550 nm), is displayed in Figure 3 for giving an impression of the relative magni-
tudes of the AODs in ICON.

The natural aerosol in the stratosphere is of volcanic origin and characterized by strong year-to-year changes.
Volcanic aerosol is prescribed with the data set from Stenchikov et al. (1998) that covers 1850 to 1999.
Afterward the volcanic aerosol data of 1999 are repeated; that is, stratospheric AOD from 1999 onward is
close to zero. Tropospheric natural aerosol consists primarily of mineral dust and sea spray with typical radii
larger than 0.5 μm. These are prescribed as annually repeating monthly mean climatology from the Max
Planck Institute aerosol climatology (MAC; Kinne et al., 2013) and read from external data files. Given the com-
parably largemagnitude of natural AOD in the troposphere, we intend to refine the representation of the nat-
ural aerosol, particularly the variability of mineral dust, in the future.

Optical properties of natural aerosol are mixed with anthropogenic fine-mode aerosol in the troposphere.
The anthropogenic aerosol optical properties are calculated with the simple plume parameterization
MACv2-SP (Fiedler et al., 2017; Stevens et al., 2017). MACv2-SP parameterizes the optical properties of anthro-
pogenic aerosol as a function of latitude, longitude, height, wavelength, and time. To do so, MACv2-SP repre-
sents the observed AOD by Gaussian functions in the horizontal and beta functions in the vertical direction. In
total, MACv2-SP parameterizes anthropogenic aerosol plumes of five industrially polluted regions and four
locations that are seasonally influenced by biomass burning. Characteristic annual cycles of each plume
are represented through plume-wise monthly scalings adjusted to observed changes in AOD. For mimicking
the historical evolution of the anthropogenic aerosol, MACv2-SP scales the AODs between 1850 and present-
day using the anthropogenic aerosol emissions from CMIP6. In addition to the optical properties, MACv2-SP

provides a scaling parameter for the cloud droplet number concentration
that induces a Twomey effect in ICON’s radiation calculation. The scaling is
such that the strongest aerosol-cloud interaction occurs close to regional
maxima in anthropogenic AOD.

2.3.5. Spectral Solar Irradiance
Spectral solar irradiance (SSI) at the model top is prescribed as recom-
mended by Matthes et al. (2017) for CMIP6 simulations. For the largest
part of the spectrum, this data set has been calculated as an arithmetic
mean of the SSI time series provided by the NRLSSI2 (Coddington et al.,
2016) and SATIRE (Yeo et al., 2014) models. We use version 3.2 of the
monthly mean data that is available at spectral resolution of 1 nm from
the extreme UV to 750 nm and coarser resolution for longer wavelengths.
We interpolate the data linearly in time and spectrally to the 14 solar
bands of the PSrad scheme (cf. section 4.2). The small parts of the solar
energy available at wavelengths shorter and longer than the range cov-
ered by the solar bands of PSrad (200 nm to 12.2 μm) have been added
to the shortest and longest band of PSrad, respectively. Illustrations of
the time series of total solar irradiation and SSI are given in Figures 1
and 2 of Matthes et al. (2017).

Figure 2. Annual mean total ozone column in Dobson units averaged over
the polar caps (blue: 63°N–90°N, green: 63°S–90°S) and the tropics (red:
23°S–23°N), from 1979 to 2014.

Figure 3. Time series of annual and global mean aerosol optical depth (AOD)
between 442 and 625 nm from three sources: volcanic aerosol in the stra-
tosphere (blue), tropospheric natural aerosols (orange), and tropospheric
anthropogenic aerosols (red). The natural aerosol is annually repeating.
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2.4. Initialization

Initial data for the prognostic atmospheric variables have been derived from European Centre for Medium-
Range Weather Forecasts (ECMWF) analysis data. The original data are provided at the spectral truncation
T1279 with 137 levels. These data are remapped to the according ICON resolutions. The selection of the data
is consistent with the requirement of the German Weather Service for cold starting an ICON forecast cycle, if
necessary, and uses the same set of rules and tools in adapting IFS data to ICON. As the operational archive at
ECMWF does not provide high-resolution analysis data for the years 1978 and 1979, 2015 and 2016 have
been selected and relabeled to 1978 and 1979, respectively. Considering the decadal duration of the AMIP
experiments, and the climatological evaluation, this relabeling of years is acceptable.

3. Dynamics-Physics Coupling

The integration over time of the model equations is executed in the dynamical core, for which Zängl et al.
(2015) provide the details. For the time stepping two time steps are distinguished within the dynamical core
in order to allow time splitting between the fast dynamics involving acoustic waves, and slower processes.
While fast dynamics is integrated with a short dynamics time step Δtdyn, employing a predictor-corrector
method, diffusion, tracer advection, and the physical forcing increments is computed at time steps
Δt = n · Δtdyn. Some physical processes may be computed even less frequently, at multiples of Δt. This time
splitting allows for a computationally efficient integration in the presence of acoustic waves. Details of the
splitting are given in the section 3.2.

In the setup used here, with a mean horizontal resolution of 158 km and a vertical range up the lower meso-
sphere, we use Δtdyn. = 120 s andΔt = 5 · Δtdyn = 600 s. The time step of 600 s is chosen here to be the same as
in ECHAM6 in the LR setup (Stevens et al., 2013). For ECHAM6-LR, Δt = 600 s is practically the longest stable
time step, with only exceptional numerical instabilities. For ICON-A, a longer maximum time step would be
possible (see section 2.4 of Zängl et al., 2015).

3.1. Variable Transformations

The prognostic variables of the ICON model are normal wind vn, vertical wind w, density ρ, virtual potential
temperature θv, and tracer mass mixing ratios qi with respect to the total air mass, as originally suggested
by Gassmann and Herzog (2008). The normal wind vn is the horizontal wind component on full levels that
is perpendicular to the edge. The vertical wind w is defined on half level cell centers and all other variables
on full level cell centers (Figure 4, left). For the prognostic variables, levels refer to height levels, see
section 2.2.

The physical parameterizations are, however, formulated in a different set of variables: zonal wind u, meridio-
nal wind v, air mass per unit area m, temperature T, and tracer mass mixing ratios qi, all defined on full-level
cell centers (Figure 4, right), where levels refer to pressure levels. The half-level pressure ph for the physics is
diagnosed by integration of the hydrostatic equation, and the full-level pressure as pf = (ph,lower · ph,upper)

0.5.
The choice to provide a hydrostatic pressure to the physics is motivated by the fact that often parameteriza-
tions originating from hydrostatic models determine mass in layers from vertical pressure differences.

In the following X represents the set of prognostic variables (vn, w, ρ, θv, and qi) of the dynamics, while Y
represents the set of variables used to compute the forcing (u, v, T, m, and qi). The transformation
Y = Trd2p(X) is applied before computing the physical forcing, followed by a back transformation (∂X/∂t)phy
= Trp2d((∂Y/∂t)phy). Note that these transformations, which include mapping operations between different
points on the grid, are not exactly reversible, that is, Trp2d ° Trd2p ≠ 1. As pointed out in Zängl et al.
(2015), applying transformed parameterized tendencies (∂X/∂t)phy is numerically superior to applying para-
meterized tendencies (∂Y/∂t)phy to transformed prognostic variables Y followed by their back transformation
to the prognostic variables, owing to numerical “noise” resulting from the remapping between different
points on the model grid.

3.2. Operator Splitting

The time integration scheme of the model generally propagates the prognostic state X (t) forward in time in
discrete time intervals Δt. This can be formalized by a model operator M propagating a model state X from
the current time t to the new time t + Δt (equation (1)). The model operator M of ICON is implemented in

10.1029/2017MS001242Journal of Advances in Modeling Earth Systems

GIORGETTA ET AL. 1618

 19422466, 2018, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2017M

S001242 by C
olorado State U

niversity, W
iley O

nline L
ibrary on [16/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



separate operators for dynamics, tracer advection, and physics, which can be applied sequentially, as
expressed by the white circle symbol in equation (2), or independently on the same state as indicated by
the plus symbol between operators in equation (2). Figure 5 provides an overview of the whole procedure
that is discussed in the following.

The dynamics that acts on the variables vn, θv, and ρ is split in two parts, D1 and D2, of which D1 is first applied
n times in substeps of length Δtdyn, followed by D2 (equation (2)). The substepped dynamics D1 includes
advection of dynamical fields, pressure gradient, and Coriolis effects and a part of the physical forcing, F1
(equation (3)), that was computed after the dynamics of the previous time step. Then the D2 operator (equa-
tion (4)) applies diffusion and damping, as detailed in Zängl et al. (2015). The advection operator A (equation
(5)) propagates the tracer mass mixing variables qi over the time step Δt. This is followed by an update using
also here the first part of the physical forcing, F1 (equation (7)).

At this point the physical forcing from all considered processes is computed, with its tendencies of dynamical
variables as well as tracer variables. These tendencies are then sorted in two forcings, F1 and F2, of which F1
(equation (6)) will be passed to the next time step and applied in D1 as described above. The other part, F2,
however, will be directly used by the physics operators to update the dynamical variables as well as the tracer
variables, which conclude a time step and yields the final new state X (t + Δt).

X t þ Δtð Þ ¼ MX tð Þ ¼ X tð Þ þ Δt·
∂X
∂t

X tð Þ; Fð Þ (1)

M ¼ P F2ð Þ∘ P F1Tð Þ þ Aþ D2∘Dn
1 F1ð Þ� �

(2)

D1 F1ð ÞX ¼ X þ Δtdyn·
∂X
∂t dyn1

X; F1ð Þ
� �

(3)

D2X ¼ X þ Δt·
∂X
∂t dyn2

Xð Þ
� �

(4)

Figure 4. Distribution of the atmospheric state variables of (left column) the dynamics and (right column) the physics (top
row) in a triangular cell and (bottom row) in the vertical plane. The vertical wind is not used in the physics.
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AX ¼ X þ Δt·
∂X
∂t adv

Xð Þ
� �

(5)

F1 ¼ Trp2d
∂Y
∂t phy1

Yð Þ
� �

(6)

P F1=2
� �

X ¼ X þ Δt · Trp2d
∂Y
∂t phy1=2

Yð Þ
� �

(7)

For the decision which physical processes to apply through F1 or F2 the following can be considered. When
applying a physical forcing in the substepped dynamics, the dynamics can respond in smaller steps to the
imposed forcing, but the forcing can only adjust at the longer intervals Δt to the changed state. Therefore,
only a small number of dynamical substeps should be used. When applying a physical forcing after dynamics
and advection, the forcing responds immediately to changes of the dynamics, but the dynamics has to
respond to larger forcing increments.

The model configuration described by Zängl et al. (2015) divides the total forcing in a “slow physics” forcing
comprising small and numerically uncritical tendencies, which is directly applied in the substepped
dynamics, with F1 = Fslow, and a “fast physics” forcing comprising the numerically more challenging tenden-
cies to be evaluated and applied in a specific sequence after dynamics and advection, with F2 = Ffast.
Radiation contributes, for example, to Fslow, while cloud microphysics contributes to Ffast. For more details
see Zängl et al. (2015).

For the AMIP experiments presented here a simplified variant of the general coupling scheme (equation (2))
is used, which computes the dynamics adiabatically, that is, F1 = 0, and the complete physical forcing is eval-
uated and applied as F2 after dynamics and advection (equation (8)). This corresponds to the dynamics phy-
sics coupling used in the ECHAM general circulation models.

M ¼ P F2ð Þ∘ Aþ D2∘Dn
1 0ð Þ� �

(8)

Figure 5. The model M propagates the state X from time t to the new time t + Δt (upper part). The model operator M is split
in operators for dynamics D, advection A, and physics P, which yield partial updates. The dynamical variables of X (vn, θv,
and ρ) are processed n times by the fast dynamics operator D1, here shown for n = 5, followed by the damping/diffusion
operator D2. The fast dynamics can be forced by the forcing from slow physics, F1. Tracer fields are first advected and then
updated with the forcing from the slow physics. After dynamics, and tracer advection, including the slow physics forcing
F1, the forcing is newly computed, and the forcing owing to fast physics, F2, is applied to dynamics variables as well as tracer
variables.
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3.3. Physics Coupling

The forcing of themodel dynamics includes physical and unresolved dyna-
mical processes, which are combined in the “physics.” In ICON-A the phy-
sics package includes (1) radiative effects by terrestrial longwave and solar
shortwave radiation, (2) vertical diffusion with implicitly coupled land sur-
face processes, (3) atmospheric gravity wave drag, (4) subgrid-scale oro-
graphic effects, (5) cumulus convection, and (6) cloud microphysics.
These parameterizations are described in section 4. As the contributions
of these processes to the forcing are parameterized separately, there
remains the question of how to couple the processes to the dynamics
and to each other. The choice of the scheme affects the numerical stability
and the conservation properties of atmospheric general circulation mod-
els, as discussed by Williamson (2002) and Dubal et al. (2004, 2005). The
parallel split method—using the terminology of Dubal et al. (2004), but
also known as process split method—provides each parameterization with
the same final state from the dynamics as input. Here the total forcing is

simply the sum of the tendencies of the processes (equation (9)). The serial split method—also known as
time-splitting method—allows the direct coupling between subsequent processes, however, with many
options for the ordering of the processes. Here the atmospheric state needs to be updated between the pro-
cesses before summing up the tendencies (equation (10)). This serial coupling provides the base for the con-
servation of tracer mass that can be jeopardized in the parallel split method if, for instance, moist convection
and cloud processes together consume more water vapor over the length of the time step than available in
their common input state.

For the ICON-A model a “mixed” scheme is used that combines the serial split and the parallel split method
(Figure 6). This scheme consists of a serial splitting between an initial set of four parallel split parameteriza-
tions and two remaining parameterizations. The parallel split part combines radiation, vertical diffusion,
and the gravity wave processes, thus providing smoothed final states of the dynamics to the parameteriza-
tions of these processes. The serial split puts the processes acting on tracer mixing ratios into a sequence
in order to allow the conservation of tracers. Specifically, this serializes vertical diffusion, convection, and
cloud microphysics. A comparison of different physics coupling schemes in ICON-A will be presented in a
separate study.

∂Y
∂t phy;par

Yð Þ ¼
X

j

∂Y
∂t j

Yð Þ (9)

∂Y
∂t phy;ser

Yð Þ ¼
X

j

∂Y
∂t j

Yj�1
� �

; Yj ¼ Yj�1 þ Δt ·
∂Y
∂t j

; Y0 ¼ Y (10)

3.4. Timing of Physical Processes

Physical processes act at a wide range of time scales. On these grounds and based on the necessity to make
economic use of the computational resources, it is useful to have control on the time intervals in which the
forcing of specific processes is recomputed. It is, for instance, very common to compute the radiative
transfer—owing to the high computational costs—on much longer intervals than the forcing by other pro-
cesses. ICON-A allows to define for each process Pj from the list enumerated above the date-time interval
[tstart (Pj), tend (Pj)[, within which the forcing is computed and applied in the time integration, as well as the
interval Δt (Pj), at which the forcing by process Pj is newly computed. The Δt (Pj) must be a multiple of Δt.
Thus, the forcing by process Pj is computed for the first time at the first model date time in the interval [tstart
(Pj), tend (Pj)[, and from then on in intervals Δt (Pj). At all other model time steps the previously computed for-
cing is recycled. For model date/time outside the interval [tstart (Pj), tend (Pj)[ the process has no effect at all.

In the AMIP experiments the physical processes are applied over the complete duration of the experiment,
and recomputed every time step Δt = 600 s, except for radiation, where the radiative transfer is recomputed
only with Δtrad = 7,200 s.

Figure 6. Process splitting in the ICON-A physics: radiation, vertical diffusion
with surface processes, gravity wave drag, and subgrid-scale orographic
effects are used in a parallel split method. These initial four processes and
convection and cloud processes are serially split.
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3.5. From Heating to Temperature Tendencies

Within the physical processes, where a pressure-based vertical coordinate is used, the specific heat of air at
constant pressure cp is used to convert the heat gain or loss to a temperature tendency. Thus, the mechanical
work is implicitly accounted for in the updating for the provisional states Yj between sequentially computed
physical processes.

At the end of the physics computations the heating/cooling in units of W/m2 that was accumulated from all
processes is converted to a temperature tendency for constant volume conditions by using the specific heat
of air at constant volume cv. This temperature tendency is used subsequently to update the prognostic model
state. The mechanical work for expansion or contraction in response to the local heating will then be simu-
lated explicitly by the dynamics.

4. Physical Parameterization Package

The parameterizations for the physical processes are adopted from ECHAM6 (Giorgetta, Roeckner, et al., 2013;
Stevens et al., 2013) more specifically from ECHAM6.3, which is the latest version of the ECHAM6 model line.
Themain documentation of ECHAM6, related to version 6.1 that was employed for CMIP5, is given by Stevens
et al. (2013) and Giorgetta, Roeckner, et al. (2013). Subsequent developments aimed at the elimination of
bugs causing energy leakages, which lead to ECHAM6.2. However, this version was not released due to an
unrealistically high climate sensitivity. Further developments include the implementation of the PSrad radia-
tion scheme with Monte Carlo independent column approximation for cloud radiative effects, the new
simple-plume anthropogenic tropospheric aerosol climatology tropospheric, a five-layer soil hydrology
scheme, more detailed land processes, and a new tuning lead to ECHAM6.3 that is employed for CMIP6.
These changes are presented in brief in the following sections, except for the more detailed land processes,
which are not yet used in this version of ICON-A. Beside these developments, ICON-A also makes use of a
modified version of the vertical diffusion scheme, now formulated in total turbulent energy instead of turbu-
lent kinetic energy, also described below.

Table 2 lists key physical processes that are represented in the model together with the variables, for which
tendencies are computed and used as F2 forcing in this model setup (cf. Figure 5). More details are compiled
in the following sections.

4.1. Atmospheric Mass

In the hydrostatic ECHAM6 the mass of air in atmospheric layers is directly obtained from the layer pressure
thickness Δp defined by the hybrid sigma-pressure vertical coordinate of ECHAM6. The ECHAM6 physics
adopted in ICON-A, however, is modified in this aspect, and computes atmospheric mass from the density

Table 2
Key Physical Processes in ICON-A

Process Base reference Characteristics Atm. tendencies

Cloud cover Sundqvist et al. (1989) Cloud cover diagnosed from relative humidity –
RadiationSW and LW “PSrad,”Pincus and Stevens

(2013)
Correlated-k scheme, two streams, originating from RRTMG,
scattering in SW, McICA for cloud effects

∂T/∂t

Vertical diffusion Mauritsen et al. (2007) Total turbulent energy scheme, implicitly coupled to the land surface model ∂T/∂t, ∂qv,c,i/∂t, ∂u/∂t,
∂v/∂t

Land surface “JSBACH4-lite,” Raddatz et al.
(2007)

Five layers for water and heat storage, one surface type per cell -

Cumulus convection Nordeng (1994) Mass flux scheme with shallow, deep or midlevel convection. Moisture
convergence closure for shallow and mid level convection, CAPE closure
for deep convection

∂T/∂t, ∂qv,c,i/∂t, ∂u/∂t,
∂v/∂t

Stratiform clouds Lohmann and Roeckner (1996), Prognostic cloud water and ice; diagnosed liquid or snow precipitation ∂T/∂t, ∂qv,c,i/∂t
Orographic drag Lott (1999) Orographic blocking and orographic gravity wave drag, subgrid-scale

orographic parameters based on GLOBE elevation data
∂T/∂t, ∂u/∂t, ∂v/∂t

Nonorographic gravity
wave drag

Hines (1997) Spectra in eight azimuths, constant, globally uniform and isotropic
wave sources at ~680 hPa

∂u/∂t, ∂v/∂t

Note. The last column shows the tendencies in atmospheric variables resulting from each parameterization. The ∂qv,c,i/∂t stands for tendencies of water vapor,
cloud liquid, and cloud ice mass mixing ratios, respectively.
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ρ and geometric thickness Δz that is defined by the hybrid sigma-height vertical coordinate of ICON. Thus, the
mass field of the dynamics can directly be used in the physics, instead of diagnosing it from a diagnosed
hydrostatic pressure field.

4.2. Radiation

The solar shortwave and terrestrial longwave radiative heating is parameterized using the PSrad scheme of
Pincus and Stevens (2013). This scheme implements the Rapid Radiation Transfer Model (RRTM) gas optics
and solvers (Iacono et al., 2008, Mlawer et al., 1997) common in many other models, but was restructured
and largely rewritten to allow different sampling strategies in its integration. The RRTM optics solves for
the long-wave irradiances in 16 bands containing a total of 140 quadrature points (so-called g-points) in
the wavenumber range between 10 and 3,250/cm. The shortwave radiative transfer is solved with 112 quad-
rature points over 16 bands spanning the wavenumbers between 820 and 50,000/cm. Multiple scattering is
accounted for in the shortwave irradiance calculation, but not in the longwave. Thermal emission is central to
the longwave calculation, but negligible (and neglected) in the calculation of shortwave irradiances.

In the ICON implementation of PSrad cloud effects are treated by sampling subcolumns, similar to Räisänen
and Barker (2004) using a generalization of the Monte Carlo Independent Column Approximation (McICA;
Pincus et al., 2003). This is performed by drawing independent realizations of the cloud fields for each
g-point integral using a maximum random overlap assumption and the profile of cloud fraction calculated
by the cloud scheme. Cloud optical properties are prescribed, using look-up tables derived from Mie calcula-
tions following the description for ECHAM6 (Stevens et al., 2013). TheMcICA treatment of clouds fixes an error
in the treatment of partially cloudy atmospheres that was present in the ECHAM6.0 implementation of radia-
tive transfer, although in the case of ECHAM6 this bug had only a minor influence because of a compensating
bug that restricted cloud fractions to be either zero or one at a given time step.

The original PSrad has the capability to perform Monte Carlo Spectral Integrations (McSI; Pincus & Stevens,
2009), which allows more frequent radiation updates by calculating the fluxes by randomly selecting sub-
spaces of the spectral domain. However, the PSrad implementation in ICON no longer includes the McSI,
in favor of higher computational efficiency, and uses instead the full radiative transfer, albeit at lower fre-
quency than the other processes related to the high computational costs, as used in ECHAM6. For the
R2B4 resolution discussed here the radiation time step is Δtrad = 2 hr.

For shortwave irradiances, the incoming solar flux is computed for the proleptic Gregorian calendar and the
parameterized VSOP87 orbit (for details see section B in Giorgetta, Roeckner, et al., 2013). Shortwave irra-
diances are calculated to be valid for the cosine of the solar zenith angle, μ, determined as the maximum
between its value at that location at the midpoint time between two radiation time-steps and a minimum
value, and then rescaled by the actual cosine of the solar zenith angle at the model time step. This rescaling
facilitates treatment of irradiances at the terminator on time steps between radiation time steps and results in
a smoothly varying diurnal cycle in solar heating, though cloud effects are spatially fixed and optical paths are
no longer fully consistent with the solar zenith angle used for the incoming solar flux. The upward longwave
irradiance from the surface is also corrected, by subtracting the surface blackbody emission at the time of the
radiation time step and adding the surface blackbody emission at the model time step, to account for the
change in surface temperature through the course of the radiation time step.

The externally specified annual mixing ratios of CO2, CH4, N2O, and CFC11 and CFC12 are interpolated linearly
in time between the next midpoints of years to the date and time of radiative transfer calculations. Similarly,
the externally specified monthly and spatially varying ozone concentrations and aerosol optical properties
are interpolated in time between the next midpoints of months.

While CO2 and the CFCs are prescribed with homogeneous mixing in the whole model atmosphere, the mix-
ing ratios of CH4 and N2O are reduced in the middle atmosphere near specified heights and with specified
decay scale lengths to mesospheric background values, to mimic the mean effects of atmospheric chemistry
on the vertical profiles of these two species.

4.3. Vertical Diffusion

Vertical transport by subgrid-scale turbulent motion is parameterized as turbulent diffusion. In ICON the tur-
bulent kinetic energy scheme of Brinkop and Roeckner (1995) used in ECHAM is replaced by a total turbulent

10.1029/2017MS001242Journal of Advances in Modeling Earth Systems

GIORGETTA ET AL. 1623

 19422466, 2018, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2017M

S001242 by C
olorado State U

niversity, W
iley O

nline L
ibrary on [16/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



energy scheme first proposed for modeling stably stratified conditions by Mauritsen et al. (2007). The scheme
was later extended to convectively unstable conditions, implemented into the regional Weather Research
and Forecasting model, and tested against large eddy simulations and observations (Angevine et al., 2010).
Subsequently, the scheme was implemented into a version of global ECHAM6 model (Pithan et al., 2015),
whereby the convective mass-flux part introduced by Angevine et al. (2010) was omitted to avoid double-
counting with ECHAM6’s existing convective mass-flux parameterization scheme.

The total turbulent energy, E = Ek + Ep, is the sum of turbulent kinetic (Ek) and turbulent potential energy (Ep).
The latter is proportional to temperature variance. The prognostic budget equation for the total turbulent
energy is

DE
Dt

¼ τ·S� γ� dFE
dz

þ 0 for Ri≥0
2B for Ri < 0

�
(11)

where τ is the turbulent stress vector, S is the vertical wind shear vector, γ is the turbulent energy dissipation,
FE is the diffusive vertical turbulent energy transport, Ri the gradient Richardson number, and B the turbulent
buoyancy production, which is positive in unstable conditions (Ri < 0). A strength of the total turbulent
energy approach is that under stably stratified conditions (Ri > 0), there is no buoyancy destruction term,
and therefore, the scheme has positive net production of total turbulent energy whenever wind shear is
present. Closure is obtained by linking total turbulent energy to turbulent fluxes through empirical Ri-based
stability functions (Mauritsen & Svensson, 2007) and by defining a turbulent length scale (l):

l�1 ¼ 1
κz

þ
2Ω
Cf

ffiffi
τ

p þ N
CN

ffiffi
τ

p for Ri ≥ 0

3
κ hd � zð Þ for Ri < 0

8>><
>>: (12)

where κ = 0.4 is the von Karman constant,Ω is the planetary rotation rate, N is the Brunt-Väisälä frequency, hd
is the depth of the convectively unstable boundary layer, and Cf and CN are parameters. When the boundary
layer is convectively unstable, the case for Ri< 0 is used below the entrainment zone in the upper part of the
boundary layer wherever the stable branch yields larger mixing lengths. The scheme is extended to the near-
surface layer where profiles of wind and temperature are approximated as logarithmic. This approach
ensures consistent fluxes between the lowermost atmospheric layers. The turbulent heat flux from the sur-
face,w0θ0, is inversely proportional to the neutral limit Prandtl number Pr0 (Eq. 20 in Pithan et al., 2015), which
is set to 0.8 in ECHAM6.3. Pr0 is used for the tuning of ICON-A, as described later.

4.4. Land Surface

The physical properties of the land surface, and the storage and land-atmosphere fluxes of heat and water are
simulated by JSBACH v4, which is the new land component of ICON-ESM/ICON-A and the successor of JSBACH
v3. JSBACH v3 has been and is used as the standard land component of MPI-ESM/ECHAM in past and current
CoupledModel Intercomparison Projects (Giorgetta, Jungclaus, et al., 2013; Stevens et al., 2013). JSBACH v4 is a
complete reimplementation of JSBACH v3 suitable for ICON and allowing a more flexible description of land
surface heterogeneity through a hierarchical representation of surface tiles and their related processes.

The initial implementation used here is a “lite” configuration, which includes only the essential physical pro-
cesses ported from JSBACH v3 (cf. Raddatz et al., 2007). Only a single vegetated tile is used in each land cell in
addition to tiles for lakes and glaciers. Leaf area index and the ratio of vegetated to vegetation-free land are
interpolated from a monthly climatology based on Version 2.0 of the U.S. Geological Survey Global Land
Cover Characteristics Database (Hagemann, 2002). As in previous model versions, the surface energy balance
and five thermal soil layers are implicitly coupled to the vertical diffusion scheme of the atmosphere. In con-
trast to the JSBACH v3 used in CMIP5, a five-layer soil hydrology scheme is used for the prognostic computa-
tion of soil water storage (Hagemann & Stacke, 2015).

4.5. Cumulus Convection

The convection scheme predicts either shallow, midlevel, or deep convection in one grid box using a bulk
entraining-detraining plume. Shallow convection is closed on boundary layer moisture convergence,
whereas a closure on the convective available potential energy (CAPE) is used for deep convection. The

10.1029/2017MS001242Journal of Advances in Modeling Earth Systems

GIORGETTA ET AL. 1624

 19422466, 2018, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2017M

S001242 by C
olorado State U

niversity, W
iley O

nline L
ibrary on [16/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



strength of midlevel convection is related to the large-scale vertical velocity at cloud base. The convection
scheme is formally based on the Tiedtke (1989) mass flux scheme including updates by Nordeng (1994).
The implementation and characteristics of the scheme are as described in detail by Möbis and Stevens
(2012) for the ECHAM 6.0 version, up to two differences. The differences are first that bugs related to phase
changes of water have been fixed to ensure energy conservation in the convection scheme. These bug fixes
already happened with the release of the ECHAM 6.1 model version. Second, several parameters of the con-
vection scheme are used as tuning parameters (see Mauritsen et al., 2012) and thus exhibit distinct values in
ICON-A and ECHAM6. To mention here are in particular the values of the turbulent entrainment rates, which
are set to 0.2/km for deep and midlevel convection, 0.4/km for downdrafts, and 3/km for shallow convection
in ICON-A, versus 0.1/km (deep and midlevel), 0.2/km (downdrafts), and 3/km (shallow) in the ECHAM 6.3 ver-
sion. Further ICON uses a time scale τmf of 1 hr instead of 2 hr for the relaxation of the CAPE. Also, precipitation
can form independently of the thickness of the convective cloud in ICON-A, which was not the case in
ECHAM6 where a minimum thickness of 150 hPa over ocean and of 300 hPa over land was required.
Finally, a nonphysical restriction of nondeep convection to p> 400 hPa, which practically limited the vertical
extent of midlevel convection in ECHAM6, was removed. This threshold affected occasionally the convective
tracer transport in the midlatitudes.

4.6. Stratiform Clouds

The scheme for the representation of stratiform clouds consists of prognostic equations for the vapor, liquid,
and ice phase, respectively; a cloud microphysical scheme (Lohmann & Roeckner, 1996, with some revisions),
and a diagnostic cloud cover scheme (Sundqvist et al., 1989).

The microphysical schememodels the conversion rates between water vapor, cloud water, and ice by several
processes. Profiles of rain and snow rates are diagnosed in the columns, but not advected by the transport
scheme. For a detailed documentation of all processes see section 2.6 in Giorgetta, Roeckner, et al. (2013).

The cloudiness profile C(p) (equation (13)) is diagnosed following Sundqvist et al. (1989) from the relative
humidity r(p) and a critical relative humidity profile r0(p) (equation (14)), where rsat defines the relative
humidity for 100% cloud cover, that is, C = 1. The r0,surf is the critical relative humidity at the surface, r0,top
is the asymptotic critical relative humidity in the upper troposphere, and n is a shape factor of r0(p).
ECHAM6.3 and ICON use rsat = 1, n = 2, and r0,surf = 0.968. For r0,top ECHAM6.3 uses 0.75. In ICON r0,top is used
for tuning purposes, see below, and finally set to r0,top = 0.8.

C pð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r pð Þ � r0 pð Þ

rsat � r0 pð Þ

s
(13)

r0 pð Þ ¼ r0;top þ r0;surf � r0;top
� �

· e1� ps=pð Þn (14)

4.7. Gravity Wave Parameterizations

Gravity waves are generally not explicitly resolved at the typical horizontal resolutions of a climate model.
However, it is known that their transfer of momentum from the lower to the upper troposphere and higher
up in the atmosphere is crucial to the large-scale circulation. Hence, gravity wave effects are usually parame-
terized. The gravity wave parameterizations in ICON are adopted from the ECHAM6 general circulationmodel
for the atmosphere (Stevens et al., 2013). Two gravity wave parameterizations are used. One which take into
account the momentum deposition from gravity waves generated only by orography as well as low-level
orographic blocking effects, and a parameterization for the momentum deposition from gravity waves
generated by transient phenomena within the atmosphere as, for instance, convection. While the former is
considered in virtually all atmosphere general circulation models, the latter is typically included only in
models with tops above the stratopause (Charlton-Perez et al., 2013) and is usually referred to as nonoro-
graphic gravity wave parameterization.
4.7.1. Orographic Gravity Waves and Blocking
The parameterization of these effects follows Lott and Miller (1997) and Lott (1999) and considers the drag
exerted by the subgrid-scale mountains, when the airflow is blocked at low levels, and momentum transfer
from the Earth to the atmosphere accomplished by orographic gravity waves. The propagation and dissipa-
tion of the orographic gravity waves follow wave-mean flow interaction theory (Andrews et al., 1987).
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The parameterization depends on a statistical description of the subgrid-scale orography (SSO) within each
cell. The scheme uses standard deviation of the elevation, anisotropy, slope, orientation, minimum, maxi-
mum, and mean elevation of the SSO (Lott, 1999). For ICON these parameters are derived from the global
30 arc sec resolved GLOBE elevation data (GLOBE Task Team et al., 1999), using the EXTPAR preprocessor
(Smiatek et al., 2008) with extensions for icosahedral grids of the ICON models.

The current SSO parameters are somewhat compromised, because of two issues explained below, though
still allowing to model the basic SSO effects. These problems will be addressed in the next version, when
improved SSO parameters will become available.

The first issue concerns the SSO orientation parameter, describing the azimuthal angle of the long axis of
elliptic mountains, which rotates toward 0°, indicating north-south orientation, with increasing latitude.
The reason was identified in a missing accounting of the effects of the convergence of the meridians at
the poles on the computation of the orientation angle. On a regular longitude latitude grid, as used for the
GLOBE data, the convergence of meridians allows the representation of much higher metric zonal derivatives
dh/dx thanmeridional derivatives dh/dy near the poles, which results in orientation angles rotating toward 0°
near the poles (cf. eq. A.1 and A.2 in Lott and Miller (1997), unless preventive steps are taken.

The second issue concerns the elevation reference surface for the computation of the SSO standard deviation
within a cell. In ICON the resolved surface is represented by a terrain following coordinate, thus allowing the
dynamics to respond to resolved sloping terrain. However, the available SSO standard deviation is derived for
a horizontal reference level. As a result, resolved sloping terrain can have substantial SSO standard deviations,
depending on the steepness and grid scale. This issue is expected to affect mainly smoothly sloping regions
over ice shields, in Antarctica and Greenland, where subgrid-scale elevation features are small, and is more
severe for LR models than high-resolution models.
4.7.2. Nonorographic Gravity Waves
Multiple atmospheric sources of gravity waves, such as moist convection and fronts, are supposed to give rise
to a broadband continuous spectrum of atmospheric gravity waves. The propagation and dissipation of such
a gravity wave spectrum follow wave-mean flow interaction theory (Andrews et al., 1987) with the additional
consideration of the gravity wave-induced wind perturbation in the gravity wave dissipation condition
(Hines, 1997). Although the coupling of the propagation part of the parameterization to specific sources of
gravity waves has been explored in previous ECHAM versions (Charron & Manzini, 2002; Schirber et al.,
2014), here the standard approach used in ECHAM6 is applied, which means that space- and time-constant
parameters for the gravity wave source spectrumhave been used. Specifically, an isotropic spectrumwith grav-
ity wave wind speed of σTI = 0.87 m/s and effective horizontal wavenumber K* = 2π · (126 km)�1 is launched
from the lower troposphere, at about 680 hPa. This configuration has been chosen to allow direct comparisons
with the ECHAM6 model. The treatment of gravity wave sources will be revised, following the experience we
are accumulating, running ICON at convection permitting resolutions of ~2.5 km (Klocke et al., 2017).

5. Parameter Setting and Tuning

The parameterized forcing of the presented ICON-A model is in most parts inherited from the ECHAM6.3
model with only a few structural modifications, as described above. Also, the spatial resolution is chosen to
be overall comparable, despite the obvious differences between the icosahedral grid of ICON and the long-
itude latitude grid used for physics in ECHAM6.3. Therefore, we assume that the basic parameter setting used
in ECHAM6.3 should provide a reasonable starting point for AMIP simulations with ICON-A. Thus, the purpose
of the tuning is to find parameter values, which overall provide a solution of similar quality. Ideally, a small
number of tuning steps suffices.

The primary tuning goal—for ICON-A as for ECHAM6.3—is to obtain in the global annual mean a slightly posi-
tive downward net radiation flux at the top of the atmosphere (TOA) between 0 and 1 W/m2, based on a net
shortwave flux and an outgoing longwave radiation (OLR) close to observational estimates. This tuning goal
is chosen to make the atmospheric model suitable for coupled climate simulations, for which large energetic
unbalances at TOA would be detrimental. The primary means for this tuning consist in tunable parameters
providing control on the amount and distribution of water vapor, cloud condensate, and cloud cover.
Once a satisfactory setup is found, with respect to the radiative fluxes at TOA and the net planetary energy
balance, then the dynamics is tuned by way of tunable parameters of the subgrid-scale orographic
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blocking and gravity wave drag and the nonorographic gravity wave drag. The goal of this dynamical tuning
is to reduce biases in the zonal ocean surface wind stress, again to support the usage of this model in coupled
climate simulations, and further to reduce the zonal mean zonal wind biases in the troposphere and
stratosphere. Sections 5.1 to 5.5 present the essential tuning experiments that lead on the most direct
route, that is, in the smallest number of steps, from the initial ICON-A setup with ECHAM6.3 parameters to
the presented ICON-A model. Additional tuning experiments, which were performed, for example, to
explore the suitability of other parameters for the tuning goals, or to explore the sensitivity of target
variables to the finally selected tuning parameter, are for brevity not reported. An overview of the
parameter setting for the five tuning experiments, from icon-tune-1 that resembles the tuning of
ECHAM6.3 to icon-tune-5 that was versioned as icon-aes-1.3.00, is given in Table 3.

5.1. ICON With Parameters From ECHAM6.3

Parameters for cloud cover, convective clouds, stratiform clouds, and the nonorographic gravity wave drag
are set as in ECHAM6.3, specifically as in version ECHAM6.3 in the LR setup.

Parameters for the orographic blocking and gravity wave drag, however, differ because of the different
underlying topographic data, as discussed above. At this stage the structural changes for the boundary layer
turbulent fluxes, precipitation from shallow clouds, and the unlimited vertical depth of midlevel convection
are already included. This setup is tested in the simulation icon-tune-1.

Comparing global and annual means of icon-tune-1 and ECHAM6.3 (Figure 7), the following is found: In icon-
tune-1 the SW and LW radiative fluxes at TOA are both close to 240 W/m2, as in CERES (version CERES-EBAF-
Ed4.0; Kato et al., 2013; Loeb et al., 2009), with a small positive balance. These fluxes are ~2 W/m2 stronger
than in ECHAM6.3. The total cloud cover is larger in icon-tune-1, 64.5%, than in ECHAM6.3, 63.2%, but still sub-
stantially smaller than estimated by CERES. From this it may already be inferred that the clouds are reflecting
the SW radiation more effectively, which can be the result of a high bias in higher clouds compared to lower
clouds, as discussed in Crueger et al. (2018).

The vertically integrated water vapor in icon-tune-1 is by 0.6 kg/m2 larger than in ERA-interim (Dee et al.,
2011), and smaller by the same amount than in ECHAM6.3. This may be the effect of the changed boundary
layer turbulence scheme. The lower water vapor path contributes to the increased outgoing LW radiation in
icon-tune-1 compared to ECHAM6.3. The global mean precipitation in icon-tune-1 is 3 mm/day, which is
0.1 mm/day higher than in ECHAM6.3. The vertical integrals of cloud water and ice are 10% smaller than
in ECHAM6.3.

5.2. Entrainment and Convective Relaxation Time Scale

Turbulent entrainment rates, as used in the convective parameterization for updrafts and downdrafts, are not
observable, though cloud-resolving simulations have been used to estimate entrainment and detrainment
rates (Baba, 2018; Siebesma & Cuijpers, 1995; Zhang et al., 2016). These studies typically find entrainment
rates of 1 · 10�3/m, which are about 1 order of magnitude higher than those used in convection parameter-
izations (Zhang et al., 2016). Nordeng (1994), for example, used a turbulent entrainment rate of 1 · 10�4/m for

Table 3
Tuning Parameters From Icon-aes-tune-1 to Icon-aes-tune-5 That is Equal to Icon-aes-1.3.00

Parameterization Parameter Units Icon-tune-1 Icon-tune-2 Icon-tune-3 Icon-tune-4 Icon-tune-5

Convective clouds εmid m�1 0.0001 0.0002 0.0002 0.0002 0.0002
εpen m�1 0.0001 0.0002 0.0002 0.0002 0.0002
εdd m�1 0.0002 0.0004 0.0004 0.0004 0.0004
τmf s 7200 3600 3600 3600 3600

Neutral limit Prandtl number Pr0 1 0.8 0.8 1 1 1
Cloud cover r0,top 1 0.75 0.75 0.75 0.8 0.8
Orographic blocking Cd 1 0 0 0 0 0.01
Orographic gravity wave drag G 1 0.05 0.05 0.05 0.05 0.1
Nonorographic gravity wave drag σTI m/s 0.87 0.87 0.87 0.87 0.87

Note. The setup of icon-tune-1 differs only in the orographic blocking and gravity wave tuning parameters from that of ECHAM6.3, due to the different underlying
orographic data sets, see text. Changes of tuning parameters compared to the preceding experiment are indicated in bold. The nonorographic gravity wave drag
parameter σTI has been tested with other values (see text) but remained unchanged.
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deep convection. In ECHAM6, Mauritsen et al. (2012) experimented with deep convection entrainment rates
of 1 · 10�4/m and 3 · 10�4/m. Thus, also, for ICON-A, useful entrainment rates are expected to be of order
10�4/m.

The relaxation time scale for the CAPE closure of the convection scheme is assumed to reflect the time scale
of convective clouds, that is, order of 1 hr, and is believed to be sensitive to the horizontal resolution
(Nordeng, 1994).

Here the entrainment rates for deep and midlevel convection and downdrafts are doubled, and the decay
time scale of CAPE are halved compared to the values used in icon-tune-1 and ECHAM6.3. This modification
follows ECHAM6-based experience that an intensified mixing between convective air and the environment,
and a faster adjustment, is beneficial for the simulation of intraseasonal variability. These changes were
adopted without regard to the effects. This setup is tested in experiment icon-tune-2.

The strengthened entrainment and shortening of the convective adjustment time primarily increase the
water vapor path, from 25 to 25.6 kg/m2, and decrease the net incoming SW radiation at TOA due to more
reflected SW radiation. Water vapor path and net SW flux at TOA in icon-tune-2 have again similar values
as in echam6-3-03-LR. The OLR in icon-tune-2 is only slightly stronger than in icon-tune-1. Cloud water and
ice amounts, as well as the total cloud cover, are essentially unaffected. Due to the strong SW effects of
the changes in icon-tune-2, the energy budget at TOA is changed from slightly positive to �2.1 W/m2.

Figure 7. Global annual mean values of selected variables for reference data, ECHAM6.3 in LR configuration, and four ICON
experiments from the model development process (icon-tune-1 to icon-tune-4) and the final version icon-aes-1.3.00.
Variables displayed are (a) the net shortwave incoming and outgoing longwave fluxes at TOA, (c) the resulting net radiation
at TOA, (e) total cloud cover, (b) the vertical integrals of water vapor, and (d) cloud water and ice, and (f) precipitation.
CERES-EBAF-Ed4.0 from 2000/2003 to 2016/2002 is used as reference for radiative fluxes at TOA and total cloud cover. ERA-
Interim is used as reference for precipitable water.
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5.3. Turbulent Surface Fluxes and Moisture

The new boundary layer scheme is tunable by means of the neutral-limit Prandtl number Pr0, which inversely
scales the turbulent heat flux w0θ0 from the surface. Kays (1994) estimated a range of 0.7 to 1 for Pr0. Pithan
et al. (2015) discussed how modifications of Pr0 modify the boundary layer temperature profile, and in the
tropics essentially the whole tropospheric temperature profile and through thermodynamics also the water
vapor column. Specifically, Pithan et al. (2015) showed that a lowering of Pr0 in their ECHAM6-TTE model
resulted in a warming and moistening of the troposphere. Based on their findings and recommendations,
the total turbulent energy scheme was implemented in ICON-A with Pr0 = 0.8. As the water vapor path is
too high in icon-tune-2, Pr0 is increased here to Pr0 = 1.0. with the goal to obtain a better agreement with
the water vapor path in ERA-Interim analyses. This setup is tested in experiment icon-tune-3.

With this modification the global water vapor path is 24.6 kg/m2, in better agreement with ERA-interim. As a
side effect the cloud water path and the total cloud cover decrease slightly. Precipitation is now reduced to
slightly less than 3 mm/day. The net SW flux at TOA is increased by ~0.4 W/m2, while the OLR is reduced by
~0.6 W/m2, so that the energy imbalance at TOA is halved to �1.1 W/m2.

5.4. Reducing the SW Reflection

In icon-tune-3 the radiation at TOA is mainly biased in the SW component, because of too much reflection.
This can be improved by reducing the cloud cover or the cloud brightness or both. In ICON the most direct
way is to modify the vertical profile of the critical relative humidity by means of the critical relative humidity
parameters for the surface, r0,surf, and the upper troposphere, r0,top (equation (14)). These parameters are
naturally bounded by the interval]0,1]. Sundqvist et al. (1989) used critical values of “near unity” at the surface
and in the upper troposphere where cirrus clouds exist, and smaller values of 0.75 over land and 0.85 over sea
in the middle troposphere. In ECHAM6, the critical humidity decays exponentially upward (equation (14))
with r0,surf = 0.968 and r0,top = 0.75. These values are clearly higher than the observational estimates by
Quaas (2012), which indicates, for a 1° × 1° resolution, much lower values of ~0.4 in the middle troposphere
and less than 0.6 in the upper troposphere (Figure 3 in Quaas, 2012). However, within the ECHAM model
family, such low critical values do not allow realistic total cloud cover and TOA radiative fluxes. Thus, also
in ICON-A r0,top must assume values above the range of Quaas (2012).

Given that ICON-A like ECHAM6 generally underestimates the cloudiness in the lower troposphere, but over-
estimates the cloudiness above, we tune here r0,top to reduce the cloudiness and thus the SW reflection. Thus,
r0,top is increased in icon-tune-4 to 0.8.

As intended, the increase of r0,top reduces the cloudiness in the upper troposphere, leading to a decrease of
the total cloudiness by 1% and a reduction of the SW reflection and increase of the net SW flux at TOA, of
2.3 W/m2. As a side effect of less high cloudiness, the OLR is increased by a small amount. The resulting
net radiation at TOA is +0.6 W/m2, which is close to the CERES estimate of the Earth’s energy imbalance,
+0.9 W/m2, and the recent estimate by Johnson et al. (2016) of +0.71 ± 0.10 W/m2, and within the targeted
range of 0 to +1 W/m2.

5.5. Tuning Subgrid-Scale Dynamics

The finite horizontal resolution of a general circulationmodel, as presented here, can only insufficiently repre-
sent the dynamical effects of orography on the circulation. These effects include the blocking of the circula-
tion by high mountains, which deflect the low-level circulation sideways, and the generation of gravity
waves, if the circulation flows over an obstacle. Both effects are parameterized by the scheme of Lott
(1999) dependent on the strength and direction of the circulation, the stability of the atmosphere, and a para-
metric description of the unresolved orography in a grid cell with at least fractional land surface. The para-
meters are the minimum, mean, and maximum height of the terrain in a grid cell; the standard deviation
of the height, the slope, and the anisotropy; and orientation of mountains of an elliptic shape. Lott (1999)
derived these parameters from the U.S. Navy (100 × 100) elevation data. Obviously, the resolution of the eleva-
tion data impacts the parameters describing the unresolved orography in a grid cell, and thus requires the
scaling of the parameterized effects on the circulation by some dimensionless tuning parameters.

Lott (1999) provide dimensionless tuning parameters Cd and G for orographic blocking and gravity wave
drag, respectively, which allow to tune the effects of these processes on the circulation, whether to reflect
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the resolution of the underlying elevation data, or other factors. Both parameters were expected to be of
order 1, when used with orographic parameters derived from the U.S. Navy (100 × 100) elevation data.
Setting Cd or G to zero would be equivalent to switching off the related process. For ICON the orographic
parameters are derived from the more recent GLOBE elevation data with a resolution of 30″ × 30″
(~1 km × 1 km). The higher resolution results in more extreme minimum and maximum heights, higher
standard deviations, and slopes, which requires smaller tuning parameters Cd and G, with typical values to
avoid exaggerated effects.

The nonorographic gravity wave drag is tunable by the total root-mean-square gravity wave wind speed σTI
at the source level, and the height of the source level HI (cf. section 2.7.3 in Giorgetta, Roeckner, et al., 2013).
As these parameters are used globally uniformly and constantly over time, they are not attributed to specific
sources, like for example convective events, but represent sources in an average sense only. Here the gravity
wave spectra are launched from the 10th level above ground that is at ~680 hPa and we assume a gravity
wave wind speed of order of 1 m/s, as in ECHAM6. These settings were based on the experience gained
on the sensitivity of the net momentum fluxes in the lowermost stratosphere to the launching height
(Manzini &McFarlane, 1998), on the plausible range of the gravity wave variances estimated to be in the order
of a few m/s (Fritts & Nastrom, 1992), and on the resulting absolute momentum fluxes, which agree within a
factor of 2 with those derived by satellite observation in the lower stratosphere (Geller et al., 2013).

Here Cd and G are used for the tuning of the zonal wind stress on the ocean surface and, in conjunction with
σTI, the zonal mean wind and temperature in the troposphere and stratosphere. As the three parameterized
processes are sensitive to changes in the wind structure, the effects of the three processes combine nonli-
nearly, thus making a sequential tuning effort unpractical. Instead for each tuning parameter a small set of
parameters was chosen (Table 4), and test experiments were performed for all combinations of the three
parameters. From these 36 experiments the best one was chosen, based on a subjective selection. This selec-
tion was later confirmed by the statistical bias analysis detailed in Crueger et al. (2018). The selected simula-
tion was tagged as icon-aes-1.3.00.

The selected scaling parameters for the SSO effects are Cd = 0.01 and G = 0.1. In ECHAM6.3-LR, for which the
SSO parameters were derived from the coarser U.S. Navy (100 × 100) elevation data, the values are Cd = 1.0 and
G = 0.2. Notable is that Cd must be set to a very small value, 100 times smaller than in ECHAM6.3. We suspect
that this is related to the discussed issues in the preprocessing for the SSO parameters. The total root-mean-
square gravity wave wind speed σTI for the nonorographic gravity wave effects was left unchanged com-
pared to ECHAM6.3, at σTI = 0.87 m/s. Maps of annual mean biases related to the circulation are discussed
below in comparison to ECHAM6.3.

5.6. Bias Maps for ECHAM6.3 and ICON-A

Figure 8 shows the timemean bias maps for the SW net flux at TOA, the OLR, and the water vapor path for the
final ICON-A model, and for comparison the ECHAM6.3 model. These three variables were the main target of
the tuning steps three and four. Themodel fields are averages for the initial 10 years of the AMIP experiments:
CERES data for the available period 2001–2013 and ERA-interim for the full AMIP period, as used in Crueger
et al. (2018).

For the SW net flux at TOA the equatorial negative bias is almost identical for both models. The subtropical
positive bias of ECHAM6.3 is largely removed in ICON-A. The negative bias in the high-latitude southern
oceans, however, is intensified in ICON-A. The OLR bias has the largest, positive deviations centered at the
equator in the maritime continent, South America, and Africa. The center in the maritime continent is shifted
toward the Indian Ocean in ECHAM6.3, but more toward the western Pacific in ICON-A. The South American

Table 4
Parameterized Dynamical Processes (First Column), Related Tuning Parameters (Second Column), Parameter Values Used for
Tuning (Third Column), and the Final Choice for Icon-aes-1.3.00 (Last Column)

Parameterization Tuning parameter Units Test values Icon-aes-1.3.00

Orographic blocking Cd 1 0.01, 0.02, 0.05 0.01
Orographic gravity wave drag G 1 0.02, 0.05, 0.10, 0.15 0.1
Nonorographic gravity wave drag σTI m/s 0.791, 0.87, 0.935 0.87
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bias is reduced in ICON-A, while little difference exists in the bias originating from Africa. The midlatitude
negative biases of ECHAM6.3 are largely removed in ICON-A.

The water vapor path bias is mostly confined to the tropics, with the strongest moist bias over oceans and
the strongest dry bias over subtropical continents, foremost in desert areas. The moist bias branches
extending in ECHAM6.3 from the tropical western oceans eastward toward higher latitudes are reduced
in ICON-A. By that also the high-latitude moist biases have disappeared, which in ECHAM6.3 relate to
the OLR bias pattern.

The spectral ringing signature in the ECHAM6.3 biases for the net SW flux and the precipitable water result
from the spectral representation of the dynamical fields. In ICON-A no obvious artifacts from the horizontal
discretization of the dynamical core can be identified.

Figure 8. Climatological biases of 10-year AMIP simulations of (a, c, and e) ECHAM6.3 and (b, d, and f) icon-aes-1.3.00 for the
reflected SW flux at TOA (a and b), the OLR (c and d), and the precipitable water (e and f). Reference data are from CERES-
EBAF-Ed4.0 for the radiation and ERA-interim for water vapor.
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Figure 9 shows a comparison for dynamical fields, which are sensitive to the parameterized drags. In the zonal
ocean surface wind stress τu (upper row), which was a priority for the tuning, ECHAM6.3 shows mainly a posi-
tive, that is, westerly bias in the high southern latitudes. This could be reduced in ICON-A, though regions of
positive biases exist in particular south of Australia and South Africa. Further ICON-A features a zonally elon-
gated positive bias in the northwestern Pacific. ECHAM6.3 shows only a weaker positive bias in the northwes-
tern Pacific. ICON-A also exposes negative biased regions in the subtropical oceans, which hardly occur
in ECHAM6.

In the biases of the stationary wave pattern of the geo-potential height at 500 hPa (middle row), which is
indicative of the mid tropospheric circulation, the patterns are of similar amplitude in ECHAM6.3 and
ICON-A. In both models the main bias occurs in North America, with a strong positive bias, and

Figure 9. Climatological biases of 10-year AMIP simulations of (a, c, and e) ECHAM6.3 and (b, d, and f) icon-aes-1.3.00 for the
zonal ocean surfacewind stress (a and b), the stationary wave in the 500 hPa geopotential height (c and d), and the sea level
pressure (e and f). Reference data are from ERA-Interim.
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downstream in Scandinavia with a negative bias. In the southern hemi-
sphere, both models have a positive bias west of the Antarctic peninsula,
and a second positive bias in the South Atlantic in ECHAM6.3, and south
of Australia in ICON-A. In general the mid tropospheric circulation seems
of similar quality in ICON-A and ECHAM6.3. This holds also for the zonal
mean wind and temperature as discussed in Crueger et al. (2018).

In the sea level pressure (bottom row), the bias patterns differ clearly
between the models. ICON-A shows a negative bias in most of the tropics
and compensating positive biases in the Arctic and in the southern oceans.
These widespread biases in sea level pressure in ICON-A result from the
prioritization of the zonal ocean surface wind stress and of the zonal mean
wind and temperature structure over the sea level pressure. Better result
for the seal level pressure were found for some of the SSO tuning experi-
ments, though at the price of larger and less acceptable biases in the zonal
ocean surface wind stress or the zonal wind and temperature structure.

Overall the dynamics tuning of ICON-A is only partially successful. We
assume that corrected SSO parameters will allow an improvement in the
representation of the orographic effects on the circulation, including the
latitudinal mass distribution.

5.7. Multivariable Bias Statistics

For an overall assessment of the mean state of the tuning experiments, we utilize a performance index moti-
vated by Reichler and Kim (2008) andWatterson et al. (1999) and utilized by Stevens et al. (2013). This is based
on a comparison of the annual climatology of single variables with satellite- or reanalysis-based estimates of
the true climatology, as further detailed in the companion paper by Crueger et al. (2018). This assessment also
scales the biases of the tuning experiments by the biases of a reference experiment, for which we use here
the ECHAM6.3 simulation. Thus, resulting bias indices larger or smaller than 1 indicate larger or smaller biases
in the tuning simulation than in the ECHAM6.3 simulation.

Figure 10 shows that simply transferring the parameters from ECHAM6.3 to ICON-A, as in icon-tune-1,
increases the bias by 20%. The same moderate increase is found in a comparison of the ECHAM6.1
simulations for CMIP5 (Stevens et al., 2013) to the ECHAM6.3 simulation. For all following tuning
simulations—icon-tune-2 to icon-tune-4—and icon-aes-1.3.00 the global overall scores decrease. The final
bias is 10% better than in the reference simulation. The biggest bias reduction results form the third step
targeting the atmospheric water vapor path.

The regional biases show how the overall biases in the ICON simulations are larger in the tropics, where initi-
ally the bias increased by 50% compared to the ECHAM6.3 simulation. This increase could only partially be
compensated in the following tuning steps. As discussed in Crueger et al. (2018) this primarily results from
displaced oceanic precipitation bands, and further from the subtropical surface wind stress. In the extratro-
pics all ICON simulations behave better than ECHAM6.3, especially in the northern hemisphere where the
overall bias is reduced by 50%.

5.8. Remaining Issues

The tuning of ICON-A failed to resolve some issues, which will have to be addressed in the future, by better
resolution, improved formulation of processes, more skillful tuning, or by better external data. These issues
include the organization of the tropical precipitation, especially in the intertropical convergence zones in
the Pacific, as discussed by Crueger et al. (2018), most likely originating from the interaction of parameterized
convection and the resolved dynamics. Especially the parameterized entrainment/detrainment should
be revisited.

Second, the vertical distribution of clouds is biased, with a strong underrepresentation of shallow clouds in
the tropics and an overrepresentation of middle and upper tropospheric cloudiness in the middle and equa-
torial latitudes. This is a long-standing problem, which may originate from cloud microphysics as well as
entrainment/detrainment of midlevel and deep convection.

Figure 10. Multivariable biases of 10-year AMIP simulations of ECHAM6.3
(red), the intermediate ICON tuning versions, and the final version icon-
aes-1.3.00 (blue). The biases are normalized such that ECHAM6.3 has a bias of
value 1. Biases larger/smaller than 1 indicate larger/smaller biases than in
ECHAM6.3. Biases are shown for the globe and 90°N–30°N, 30°N–30°S, and
30°S–90°S.
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Third, the circulation in the stratosphere and mesosphere is biased, especially in the winter hemisphere,
where too much drag is exerted. It is felt that this problem is associated with the parameterization of the
SSO drag. It is expected that the corrected SSO parameters can be utilized in future ICON-A versions to reduce
the biases in the stratospheric and mesospheric circulation biases, and in the sea level pressure.

6. Conclusions

Within the ICON framework the ICON-A model has been developed for the future employment in the ICON-
ESM for global climate research. The model presented here is focused on the uncoupled AMIP experiment as
a prerequisite for coupled experimentation. ICON-A uses the nonhydrostatic dynamical core, as used in the
current operational numerical weather prediction at the German Weather Service (Zängl et al., 2015) and
in the large eddy resolving regional process studies of Heinze et al. (2017). ICON-A, however, differs from
the model configurations for numerical weather prediction and large eddy simulations in the physical para-
meterization packages. For ICON-A the physics package originating from the ECHAM6 model (Stevens et al.,
2013) has been adopted with a small number of modifications. Also, the coupling between the dynamics and
physics resembles that used in ECHAM6.

This model was tuned on the base of the first decade of the AMIP experiment (1979–1988), starting from the
tuning parameters of the ECHAM6 version in the “LR” setup that is overall comparable to the ICON-A setup
used here. The primary tuning target are the global and time averaged net shortwave and OLR, and close-
to-zero net energy flux, at the top of the model atmosphere, as required for the future employment in the
coupled ICON-ESM. Further, attention was payed to the precipitable water, zonal wind stress at the surface,
and the zonal mean wind and temperature.

The tuning of the subgrid-scale orographic blocking and gravity wave drag, and the nonorographic gravity
wave drag, turned out to be problematic, related to issues in the preprocessing of the SSO parameters for
the orientation angle and the standard deviation. These issues need to be addressed in a future version when
the corrected SSO parameters are available.

Overall it is found in this work and in the accompanying evaluation by Crueger et al. (2018) that the new
ICON-A model performs at a comparable level as the latest ECHAM6 version, with disadvantages in the tro-
pics and advantages in the extratropics. We assume therefore that the transfer of the physics package from
ECHAM to ICON was successful. However, for general circulation models as the ICON-A model, no proof can
be given that the model is free of errors or bugs in the parts of the model that are used in the AMIP experi-
ment. In the course of the development errors and bugs entered the code, leading to unexpected, nonphy-
sical, or technically incorrect results, which triggered a search and eventual correction. The satisfactory
comparison of ICON-A and ECHAM6 thus suggests that remaining, undetected errors or bugs in ICON-A have
relatively small effects, or, if present in ECHAM and ICON, have similar effects.

The completion of the development of the ICON-Amodel on the basis of the AMIP experiment now opens up
the employment of ICON-A as atmospheric component in the ICON-ESM, and the development toward high-
resolution model configurations, where the nonhydrostatic formulation and the option to use massive paral-
lelization provided by the ICON modeling system become important.
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